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Abstract - -  This work concerns the modell ing of  heat and mass transfer in the boundary layer and inside a plane porous plate 
which is below a hot fluid f low and submitted to cold fluid blowing. A prel iminary study of  the heat transfer rates in the boundary 
layer wi thout blowing permits us to validate, comparing with experimental results, the RNG k - ~ model. The RNG k - c model, 
with kinematic and thermal laws for the wall, l inked with a model of  blowing, is then used to study the heat and mass transfer 
rates at the wall when the main f low and the injected fluids are of  the same species - air - but at di f ferent temperatures. The 
comparison between calculated fr ict ion factors, Stanton numbers and published results confirms the val idity of  our model. We also 
show the strong influence of  the injection rate on the thermal convective coefficient of  the wall. In the last part, results on cooling 
by blowing with water vapour in a main f low of  air are given. Comparisons of  the evolut ion of  Stanton numbers and friction factors 
show that blowing with water vapour is more efficient than air injection in terms of  momentum transfer and thermal protection of  
walls. © Elsevier, Paris. 

turbulent boundary layer / convection / blowing / heat transfer coefficient / water vapour / air 

R ~ s u m ~ -  Prediction de la protection thermique de parois par effusion de diff~rents fluides. Ce travail concerne la 
modElisation des transferts de masse et de chaleur dans la couche limite et ~ I' int~rieur d'une paroi poreuse plane soumise 
un ~coulement parietal d'un f luide chaud et ~ I'effusion d'un f luide froid. Une Etude preliminaire des transferts en couche limite 
sans effusion permet de valider, ~. partir de r~sultats expErimentaux, le module RNG k - ~ pour I'~coulement turbulent. Le module 
RNG k -- ~ avec les lois de paroi cinEmatique et thermique, couple avec un modEle d'effusion ~ travers une paroi poreuse, est 
ensuite mis en pratique pour ~tudier les transferts de chaleur et de quantite de mouvement ~. la paroi Iorsque les ~coulements 
parietal et d'effusion concernent un fluide identique - de I'air - ~ des temperatures diff~rentes. La comparaison des coefficients de 
f rot tement et des nombres de Stanton calcules et fournis par la littErature confirme la validit~ de notre modelisation. On montre 
Egalement la forte influence du taux d'effusion sur le coefficient de convection thermique A la paroi. Dans la derniEre partie, les 
r~sultats concernant un refroidissement par de la vapeur d'eau dans un ~coulement parietal d'air sont donnes. La comparaison de 
I '~volution des nombres de Stanton et des coefficients de frot tement montre que I'effusion de vapeur d'eau est plus efficace que 
celle d'air, tant pour le transfert de quantit~ de mouvement que pour la protection thermique de la paroi. © Elsevier, Paris. 

couche limite turbulente / convection / injection / coefficient d'Echange thermique / vapeur d'eau / air 

Nomenclature 

A Van Driest constant  (A = 26) 

B blowing factor (B  = F/St) 
Bf blowing factor ( B /  = 2 F/C/) 
C mass fraction (mean value) 

Cf friction factor p_'n~_/~ 

c t mass  fraction fluctuation 

* Correspondence and reprints. 
a.lal@cethil.insa-lyon, fr 

cp specific heat . . . . . . . . . . . . . . . . . . . . . . . . .  J . k g - l . K  1 

D diffusive coefficient . . . . . . . . . . . . . . . . . . .  m 2.S- 1 

E fl'iction constant  ( E  = 9.0 for a smooth  
wall) 

F injection rate ( F  = (pU2)w/(pU1)e) 
H enthalpy (mean value) . . . . . . . . . . . . . . . .  J . k g - 1  

h convective heat transfer coefficient . . . . .  W.m 2.K-1 

h r enthalpy fluctuation . . . . . . . . . . . . . . . . . .  J.kg -1 

Iu longitudinal turbulence intensity 

J diffusion flux . . . . . . . . . . . . . . . . . . . . . . . . .  kg . m- 2 . s  1 

k turbulent  kinetic energy . . . . . . . . . . . . . .  m2.s 2 

P pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Pa 
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Pr Prandtl number (Pr = pcv/A ) 
q heat flux . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
ReL Reynolds number (ReL = p U~ L/tt) 

St 

T 
U 

U ~ 

X 

y+ 

( Stanton number \ S t  = 
P 

temperature . . . . . . . . . . . . . . . . . . . . . . . . .  
velocity (mean value) . . . . . . . . . . . . . . . . .  
Velocity fluctuation . . . . . . . . . . . . . . . . . . .  

friction velocity ( U * = ~ )  . . . . . . .  

spatial coordinate . . . . . . . . . . . . . . . . . . . .  
dimensionless coordinate 

# / 

Greek letters 

W.m-~ 

K 
m . s  - 1  

i n . s -  1 

I l l .  s - 1 

H 1  

A Enthalpy thickness 

( =  [ ~ _ p C ~ U 1  T - T ~  dx~) . . . .  m 
Jo Pe Cpe U l e  Tw - T~ 

5iJ Kronecker symbol 
turbulent kinetic energy dissipation rate m~.s -a  
Von Karman constant (~ = 0.44) 

A Thermal conductivity . . . . . . . . . . . . . . . . .  W-m- l .K  -1 
# dynamic viscosity . . . . . . . . . . . . . . . . . . . .  kg.m-~.s -~ 
u kinematic viscosity . . . . . . . . . . . . . . . . . . .  m 2.s- 1 
0 momentum thickness 

fo  °°pU1 (1 - U ~ )  dx~ ) . m 
= ) ]  u ~ o  " "  

p density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  kg.m a 
ah turbulent Prandtl number 
am turbulent Schmidt number 

= # ( 0 g l ' ~  
r shear stress t, ~3x~ ]w . . . . . . . . . . . . . .  Pa 

Subscripts 

0 without blowing 
1 longitudinal direction 
2 vertical direction 
a air 
e main flow 
i,j i, j directions 
mol molecular 
p close to the wall (i.e. at the first node) 
t turbulent 
v vapour 
w on the wall 

1. INTRODUCTION 

Wall cooling is an essential element in the protect ion 
of surfaces exposed to high temperatures .  Different 
techniques can be used for protect ing surfaces. The 

most frequently used is discrete injection where the wall 
is perforated and coolant fluid flows on the wall surface 
[1]. Another  possibil i ty is the ablat ion for which a solid 
thermal ly  degradable mater ia l  is added on the wall. 
However, the most efficient way to prevent degradat ions 
of materials  is blowing (continuous injection). In this 
case, the surface of walls are porous, which can also 
present advantages (weight). Many parameters  can 
influence the cooling system: the cooling fluid can be 
chemically different from the main flow; the injection 
rate  can vary and changes the behaviour of the boundary  
layer; evaporat ion or sublimation can also be used to 
increase the cooling efficiency. 

In this paper,  we are concerned with the s tudy of 
turbulent  boundary  layers subjected to blowing through 
a porous plate. In the l i terature,  to take blowing into 
account, modified laws of wall were used ([2, 3]), and 
modified mixing length models were developed ([4, 5]). 
We can also quote the works on the modified low 
Reynolds models [6, 7]. In this study, we point  out the 
physical phenomena involved in the blowing and we 
model the effects on the boundary  layer. The results 
of our modeling are compared with an experimental  
s tudy conducted in the test channel of our labora tory  
[8] permi t t ing  the validation of the numerical results. 
Furthermore,  da t a  from the l i terature  are used. 

In the present work, blowing with air, where the 
coolant fluid is the same as the main flow, is first 
investigated. Then, blowing with water vapour is 
studied. In both  cases, we are interested in the fluid 
dynamic  (velocity profile, friction factor) and thermal  
aspects ( tempera ture  profile, Stanton number).  

2. PRESENTATION OF THE STUDY 
AND GOVERNING EQUATIONS 

The equations for the mean flow are the continuity, 
momentum and energy equations where the Reynolds 
decomposit ion is appl ied (equations (1) (3)). Further-  
more, when the case of injection with different species 
(air-steam) is t reated,  a vapour mass budget  (4) is 
added. 

apU3 - -0  (1) 

O aP 
axj (pu~ uj) - ax~ 

a ( [bu~ auj] 2 aU~ u'j) (2) 
+ " L + j - 5 " - 

Oxj Oxj Oxj ((Hv - H~) J)  (3) 
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~-~j(pU~ c) : - ~ - j  (g) (4) 

OC + pc'u'j with J = - p  D 

In these equations, U, H and P are the mean values 
of the mixture velocity, enthalpy and pressure, u' and 
h' the velocity and enthalpy fluctuations, p represents 
the fluid density, p the dynamic  viscosity, A the thermal  
conduct ivi ty  for the mixture.  For the vapour species, J 
is the diffusion flux, H~ is the mean value of the vapour  
enthalpy, C the local mass fraction, c' its fluctuation 
and D the diffusive coefficient in air. Ha is the mean 
value of the air enthalpy. Furthermore,  p, # and A 
are tempera ture-  and concentrat ion-dependent;  D is 
t empera ture -dependent  according to t abu la ted  values. 

The exper imental  configuration of the s tudy is 
i l lustrated in figure 1. In the wind tunnel,  the floor 
is first const i tu ted as an impermeable  wall (1.30 m), 
then of a porous plate (30 cm) where the cold fluid 
is injected. The main flow has a longitudinal  velocity. 
U~ (10 m.s-~) ,  and a longitudinal  turbulence intensity, 
Iu, of 1%.  The Reynolds number is high enough to 
have a turbulent  boundary  layer before the porous plate 
(Rex1 = 856 000). Furthermore,  this boundary  layer of 
the developing turbulent  flow is two-dimensional.  We 
n o t e  X l  the longitudinal  coordinate and x2 the vertical 
one (the origin being in the bo t tom left corner of the 
channel). 

INLET 
U I = 10 m/s 

I~=  1 %  

(0.0) 

~, 0.2 m 

P 

D 

4 

b 

1.30 m 

Figure 1. Configuration of the study. 

0.3 m 

111 
Cool ing  gas inlet 

OUTLET 

xt 

Porous plate 

3. TURBULENCE MODEL AND BLOWING 

In this work, the main idea is to use a classical 
model  of turbulence and to model  the blowing through 
the porous plate. Consequently, to close the system 
described above, we tested and selected a Inodel of 
turbulence in a case without  blowing. For this study, we 
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have considered the Renormalisat ion Group k - e model 
(RNG). The RNG k e model extends the classical 
predict ion of the turbulent  viscosity. Nevertheless, the 
assumptions and the improvement of this concept are 
not s ta ted  here and only the governing equations are 
presented. More detail  can be found in references [9 11]. 
The turbulent  Reynolds stresses appearing in the 
main flow equations are nlodelled using a turbulent  
viscosity ut: 

~ ~J = -~ \Oxj + Ox~ / + ~ a ~ 6~ + 5 k6~j (5) 

' h' ut 0c, T 
uj ah Oxj (6) 

ut OC 
c' ' - (7) 

%J O'm OX2 

with ah = 0.7 ( turbulent  P rand t l  number) and am = 1 
( turbulent  Schmidt number).  , t  is determined by k, the 
turbulent  kinetic energy and 6, the dissipation rate of 
k, according to the relation (8). 

k 2 
"t = C . - -  (8) 

K 

with C ,  = 0.0845. 

k and £ are obtained from the solution of their 
respective model t ranspor t  equations (9) and (10). 

O(pUjk) 2 [ Ok] 
- -  O~k p Vef f  

0 xj O xj 

+ m  \ O x j  + O x ~ ]  Oxj 

O(pUje) 0 ( ae ) 
aXj -- OXj ctePl/eff ~Xj 

- y C e l  ~ # t  kaXj -~ aXi)  aXj 

with C~k=a~ =1.39,  C~1 = 1.42, 

6 2 
- C ~  p ~ - -  R 

C~2 = 1.68 

(10)  

311(t 

ueff = Umol /(1 ÷ ~7-,,~,\/~)2 (Umol being the nlolecular ki- 

netic viscosity). Finally, 

R =  
PC~r/3 ( 1 - 4 . ~ ) 6  2 

1 + 0.012 r/3 k 

where 71 = Sk/s, S = (2S~3 Sij) 1/2 a n d  
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3.1. Boundary conditions 
on impermeable plate 

In order to take into account the near wall effect, 
the Launder  and Spalding logarithmic-law of the 
wall t rea tment  (11) is used under the condit ion of 
equilibrium [12]: 

U1 1 
- l n (Ey+) ,  for 11 < y+ < 50 (11) 

U* t~ 

where U* V ~  w = , 7w is the wall shear stress, ~ is the 

von Karman ' s  constant  and E is an empirical  constant  
set equM to 9.0 (smooth wall), y+ is the dimensionless 
coordinate defined by relation (12): 

_ _  - C 1 / 4 k  1 / 2 -  
y + _  pU*z~ _ p , P ~- (12) 

# # 

The near wall value of the kinetic energy (kp) is 
calculated by solving the complete t ranspor t  equation 
for k with a zero normal  gradient  assumed at  the 
wall. The boundary  condit ion for e(ep) is given by the 

C 3/4 kp 
equilibrium assumption [12] implying ep - - -  (X~p 

X2p 
being the vertical coordinate  of the nearest  point of the 
wall). 

Thermal  boundary  conditions on the wall are mod- 
elled using the Launder  and Spalding [12] logarithmic- 
law of the wall: 

A (/kT/x2p) _ 1 ah In (Ey +) 
q t~ y+ Pr 

1 ( O "  h l 5 / 4  , / 4  ~ / ~  

+ ~  \P--rr] sin (~/4) ( A )  ( a ~ -  1) (13) 

where q is the heat transfer at  the wall, A T  = T~ - T~ 
(T~ is the wall t empera tu re  and T~ is the near wall 
tempera ture) ,  Pr the fluid Prand t l  number,  ah the 
turbulent  P rand t l  number  (0.85 near the wall) and A 
the van Driest  constant  (A = 26). Tw can be ei ther fixed 
or calculated according to the external  heat  transfer 
boundary  conditions. 

3.2. Model of the blowing 

For this model, we represent the porous plate by a 
succession of two different kinds of elements. The first 
one is similar to a wall which is governed by the classical 
laws of the wall, the second one is considered as a source 
of fluid. This flow is laminar,  at a given tempera ture  
and velocity taking into account the cross section inside 
the plate. Consequently, the boundary  layer is subjected 
to blowing results in the mixing of two flows (main flow 
and injected flow). Physical  arguments  and details  on 
this modell ing can be found in Bellet tre et al. [13]. 

3.3.Numerical method 

The numerical technique used in the present inves- 
t igat ion is a finite volume approach with quadr i la tera l  
control volumes and s t ructured meshes. The diffusion 
terms are discretized according to a central  difference 
method and a power law scheme is used for the convec- 
tive terms. Pressure velocity coupling is calculated with 
the SIMPLE celt-centered scheme [14]. 

For all the calculations, we used a cartesian grid. 
In the longitudinal  direction, the grid is linear with 
more concentrat ion on the porous area than  on the 
impermeable  plates (figure 2). A sensit ivity s tudy 
showed tha t  between 1 and 5 mm the discrete step 
on the porous plate has no effect on the calculations. 
In the vertical  direction, the grid can be either linear 
or have a geometrical progression. We observed tha t  
the numerical results are independent  of the grid type  
and of the vertical  space step (tested between 0.75 and 
3 mm) for a linear grid. In the present work, the number 
of grid nodes is 17000. The laws of the wall (11) and 
(13) are used only for first point over the wall (with 
1 1 < y +  <50) .  
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I I I I I I I I I I I I I I I I l 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ~ 1 [ 1 1 1 1 1 1 1  
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IMPERMEABLE PLATE POROUS PLATE 

Figure 2. Computational grid. 

Finally, we tested the convergence of the calculations 
according to two criteria: all the normalized residuals 
have to be less than  10 .4  and supplementary  i terat ions 
do not change the calculation results. 

4. PRELIMINARY STUDY 

The RNG k -  ~ model is used to s imulate the 
turbulent  flow in the configuration shown in figure 1, 
but without  injection. In order to validate this model, we 
used exper imental  velocities measured by laser- Doppler  
anemometry  in our subsonic test  channel and results 
from the l i terature.  The test  channel is described in 
figure 3 and more details  can be found in Rodet  et al. [8]. 
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V///////////////////////////////////////////////////////////////////////////f///////~ 

porous plate~a 
~//// / / / / / / / / / / / / /~+III I I I I I I I I I I I ' I I I IHIII I I I I I I I I I I I I I I I I I I I I I I I I I I~/// / / / / /~ 

1 TTh . . . . . .  pie T ]  ~- 

| i n j e c t i o n  II in jec t ion  rate 

~ deflector ...~ . . . .  ~ }~1 m . . . . . . . .  t I 

d i a p h r a g m  valve  I I 
injected air ---r ) ] 

inlet 

Figure 3. Test channel. 

Longitudinal velocities in a boundary layer at Rex1 
= 856 000 are computed. Calculations from the model 
are compared with experimental data  [8]. The results 
are shown in figure ~,. It is notable that  the RNG k - e 
calculations and experimental data  match very well. 

To characterise the boundary layer, we calculated 
the friction factor using the momentum thickness (0) 

d e f i n e d b y 0 = ~ 0  ~ pU~ (1 U ~ )  pe UI~ dx2. In the case 

of a turbulent flow, on an impermeable plate, Simpson 
et al. [15] and Andersen et al. [16] proposed the relations 
(14) and (15). The friction factor without blowing, Cf0, is 
obtained using correlations which take into account the 
Reynolds number based on the momentum thickness. 
The coefficients of these two correlations have been 
experimentally determined. Nevertheless, the results of 
Simpson et al. [15] seem to be too high according to [17]: 

Cfo RedO.25 2 - a w i t h  a = 0 .013 (14)  

w i t h  a = 0 .012 (15) 

Figure 5 gives the comparison between the correla- 
tions of Simpson et al. [15], Andersen et al. [16] and the 
results obtained with the RNG k - ~ model. In the RNG 
k -  e case, the friction factor is determined according 

U~ (m/s) 

9 ± 

AA 

4 ~  

3 ~  

0 ;  

0 

• ]via A'" 

20 

Ficjure 4. Experimental and 
blowing. 

• exp dat~ 

. . . . . .  RNG k-E 

I ---  
40 60 80 

X 2 ( m m )  

calculated velocit ies  without  

C f o / 2  

00025 

0002 

0OO15 

0031 

0 O0~S 

0 
80o 

n . . . . . . . . . . . . . .  • | 
. . . . . . . . . . . . . . . . . . .  0 . . . . . . . . . . . . . . . . . . . . . . . . .  • 

• Relation(14) 

. . . . . .  RNGk-g 

o Re]alion(15) 

looo h2oo 1400 1600 

Reo  

Figure 5. Friction factors for Reo varying f rom 900 to  1 600.  

to the relation : 2 pe \ ~ - ~ ]  with U* = ~ 1 / 4 / , . 1 / 2  

(deduced from equation (12)). Furthermore, in rela- 
tions (14) and (15), the Reynolds nmnber based on 
momentum thickness is computed by integrating the 
numerical profile of longitudinal velocity in the bound- 
ary layer. We can notice that  the results of Andersen's 
correlation are very close to our model. 

To calculate the thermal transfer with Stanton 
number, we used the relation (16) proposed by 
Whit ten et al. [18], which involves the Reynolds 
number based on the enthalpy thickness A defined 

by A = f ° ~  p U1 T - T e  dx2, and which has been 
J0 pe Ule Tw - T, 

obtained for a weak temperature difference between the 
main flow and the wall: 

Sto = 0.0128 R¢~ °'25 Pr -°'5 (16) 

We can see in figure 6 that  the results of the RNG 
k - e  model (St = qw and qw is calculated 

pe(Tw - Te) V e c p  
according the relation (13)) are in good agreement with 
the relation of Whit ten et al. [18], where the enthalpy 
thickness is calculated by integrating the velocity and 
temperature profiles in the boundary layer. 

St0 
0.O03 

0.O028 

00026 

0OO24 

0 0022 

0.O02 

. . . . .  RNC, k-~ 

. . . . . .  . . . . . . . . . . .  . .~.. 

100o 1200 11410 1600 1800 

ReA 

Figure 6. Stanton numbers  for ReA varying from 1 000 to 
1 700. 
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According to all these results without  blowing, the 
RNG k -  e model  seems to be very well suited to our 
flow configuration. In the framework of our study, we 
could test  other, more elaborate  models [19] for the 
tnrbulent  flows but  it is not the objective of the present 
work. Now, we will use the RNG k -  e model  for the 
main flow and investigate the s tudy of the turbulent  
boundary  layer with blowing. 

5. RESULTS WITH AIR 

Initially, we considered injection with air, tha t  is to 
say tha t  the main flow and the injected flow are same 
species. 

In figure Z we plot the numerical longitudinal  
velocity profile without  injection and with different 
injection rate  ( F  = (pU~)w/(pU~)~) varying from 0 to 
1.5 %. We can observe tha t  the flow is affected by the 
injection and this leads to an impor tant  increase of 
the boundary  layer thickness when the injection rate 
increases. 

U~ (m/s) 

12 i 

lOT 

8 i "'~'2~~~ ~ : 
~>~ - F- o o/, 

6~ ,-~ J/" F=0.25 % 

2 '  

t _ _  F = I , 5  % 

0 - -  - - ,  

IO 20 30 40 50 

X 2 ( m m )  

F i g u r e  7. V e l o c i t y  prof i les  for  0 < F < 1.5 % at x~ = 1.55 m. 

In figure 8, the numerical  t empera ture  profile is 
plot ted for different injection rates in tile case where the 
main flow tempera ture  is 200 °C and the t empera tu re  of 
the injected fluid is 100 °C. We can observe tha t  there 
is an increase of the thermal  boundary  layer thickness. 
This increase is par t iculary  impor tan t  for high injection 
rates. As a result,  when blowing occurs, the heat  transfer 
is great ly reduced and permits  an efficient protect ion of 
the porous plate. 

In this study, we are interested in the friction 
factor when blowing occurs. The friction factor is 
calculated using Simpson et al. [15] correlat ion (17), 
where the friction factor without  blowing, Cf0, is given 
by Andersen et al. [16] relation (15): 

~-f° n~0 = L C f  [ln(l_Bf + Bf)]] 0.7 (17) 

T ( K )  

490 

I 

4 7 0  - - - 2~  ~ ~ -" ~ -" 

0 

- -  F = 0 5 %  

F = l O %  

- - F = 1 , 5 %  

370 

350 - I 
0 I0  20 30 40 50 60 

X2 (ram) 

Figure 8. Temperature profiles for 0 ~< F_< 1.5 % at xl  = 
1.55 m. 

where Bf = 2 F/Cf,O.2 < 1 + Bf < 65 and 0 is calculated 
by numerical da t a  integration. 

The evolution of the friction factor 1 as a function of 
the injection rate  is shown in figure 9. The classical 
decrease in the friction factor with the injection 
rate is found and we note tha t  the results are 
close to experimental  data.  Comparisons are given 
here for equivalent boundary  layer configurations, i.e. 
experimental  Reynolds numbers based on momentum 
thickness are equal to those of our simulations. 
Furthermore,  the friction factor, determined as in 
section 4 has been compared with results of correlations 
(17). We observe in figure 10 tha t  the two curves are 
very similar. 
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Figure 9. Friction factors for different injection rates. 

The Stanton number permits  calculation of the heat  
transfer coefficient, h, between main flow and the wall. 
Now, we determined the Stanton number for different 

1 In all the study (without and with blowing), the friction 
factor is relative to the average wall shear stress on the total 
surface of the porous plate. 
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F i g u r e  10. Friction f ac to r s  ca l cu l a t ed  wi th  the correlation or  
the friction velocity. 

injection rates using the correlation of Whit ten et al. 
[18] (equation (18)). [ ]1.25 

S~0 R ~  = l n ( l ~  B) (1 + B) °'2~ (18) 

with Sto = O.0128 ReZ°~S Pr  -°~,  B = F / S t  and A 
calculated by numerical data  integration. 

We can observe in figure 11 that  we obtained a 
very good agreement between our calculations and 
results from the literature. Plotted, in figure 12, is 
the convective heat transfer coefficient between the 
porous plate and the main fow. We can note that, for 
an injection rate of 1%,  the coefficient is reduced by 
about 80 %, showing the high efficiency of this kind of 
protection. 
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Figure 1 1. Stanton numbers for different injection rates. 

1.2 

6 .  R E S U L T S  W I T H  W A T E R  V A P O U R  

After considering the case where the main flow and 
the injected fluid are of same species (air), we are here 
interested in water vapour injection with a main flow of 

h (W/mZg) 

25 

:0 )"-. 

15- ~ 

0 . . . . . . . .  ~ 
0 02 0.4 06 08 I 12 14 

F (%) 

Figure 12. Convective heat transfer coefficients for different 
in jec t ion ra tes .  

air. The temperature of the main flow is 200 °C and the 
injected fluid temperature is 100 °C. This last boundary 
condition could correspond to a liquid-vapour interface 
of water under a 100 kPa pressure level. 

The numerical velocity and temperature profiles are 
plotted for the injection of air and the injection of water 
vapour (the injection rate being equal to 0.5 %) on 
figures 13 and 14. We can see that  the velocity profiles 
with air and steam injection are very close and that  
there is no notable difference for this injection rate. 
This result is in good agreement with experimental 
data obtained for freon injection and air injection which 
show the similarity of the two velocity profiles for a 
fixed injection rate [21]. In figure 14, we note that  
the temperature in the boundary layer is lower in 
the case of water injection. Consequently, the thermal 
protection by water vapour injection should be more 
efficient compared to air injection. 

It is interesting to calculate and to compare Stan- 
ton number and friction factor for injection of air and 
water. For both cases, we used the correlations given 
in section 5 (equations (17) and (18)) and we com- 
pared the results with the numerical work of Landis and 

U 1 (m/s) 
12 7 

1o-  

f 

0 ... . . .  ~ ~ ~ . . . .  
0 I0 20 30 40 50 

X 2 (mm) 

Figure 13. Velocity profiles for air or vapour injection 
(F = 0.5 %, Xl = 1.55 m). 
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Mills [5]. In figure 15, the rat io of the Stanton number 
for water vapour to the Stanton number for air is 
plot ted for different injection rates. We can see tha t  the 
Stanton number with water  injection is lower than  the 
Stanton number with air injection, par t icular ly  when 
the injection rate increases. Furthermore,  we can observe 
tha t  the present results are close to the Landis and Mills 
[5] values which permit  us to validate the use of the 
Whi t t en  et al. [18] correlation, init ially established only 
with air. Nevertheless, since between 100 °C and 200 °C, 
the thermal  conduct ivi ty of water is almost equal to tha t  
of air, we could suppose tha t  this correlation stays valid 
for air and steam. The rat io of the friction factor for 
water vapour  to the friction factor for air at different 
injection rates was studied in [24]. The results using 
Simpson et al. [15] correlat ion are not sat isfactory when 
comparing with Landis and Mills [5] values. I t  seems 
that ,  in the case of water  vapour,  it is not possible to 
use the Simpson et al. [15] correlation established for 
air. An explanat ion could be tha t  the difference of the 
dynamic viscosity (the dynamic viscosity of s team is 
about  half the air one (at 100 °C)) is not taken into 
account in the correlation, leading to an overest imation 
of the friction factor. 
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Figure 14. Temperature profiles for air or vapour injection 
(F = 0.5 %, z~ =1.55 m). 
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Figure 15. Ratio of Stanton numbers. 
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To check our numerical  results, we calculated the 
friction factor using the friction velocity, U*, of the 
law of the wall (11), which is calculated for each solid 
element of the porous plate (U* = Cy 4 kl/2). According 
to Landis and Mills [5], it seems that  the wall shear 
stress is most ly determined by the log region of the 
boundary  layer and, in this region, the present kp values 
are calculated taking into account the real proper ty  of 
the mixture (viscosity and density). We again compared 
with Landis and Mills [5] data.  In figure 16~ we can see 
tha t  a ra ther  good agreement is obtained and tha t  the 
friction factor for the water vapour  is lower than  for the 
air. 

The more impor tant  decrease of friction coefficients 
by blowing with water vapour instead of air could be 
interesting for applications where drag forces must be 
reduced. 
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Figure 16. Ratio of friction factors (using friction velocity)• 

7. CONCLUSION 

In order to s tudy the thermal  protect ion of porous 
walls below a hot turbulent  boundary  layer, a new model 
of blowing is used. The dynamic and thermal  aspect of 
a turbulent  boundary  layer submi t ted  to blowing is 
studied. The thermal  protect ion of walls using injection 
of air and water  vapour  is investigated. I t  has been 
found tha t  the friction factors and Stanton numbers 
are modified when blowing occurs. The modifications 
are different when tile injected fluid is not of the same 
species as the main flow. In the case of steam, the 
friction factors and Stanton numbers are found lower 
than  in the case of air injection, specially when tile 
injection rate increases. 

A more complete s tudy with liquid injection includ- 
ing phase change in the porous media would permit  us 
to precisely evaluate the interest of using liquid instead 
of gas. 
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